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Abstract—Cloud storage auditing is viewed as an important service to verify the integrity of the data in public cloud. Current auditing protocols are all based on the assumption that the client’s secret key for auditing is absolutely secure. However, such assumption may not always be held, due to the possibly weak sense of security and/or low security settings at the client. If such a secret key for auditing is exposed, most of the current auditing protocols would inevitably become unable to work. In this paper, we focus on this new aspect of cloud storage auditing. We investigate how to reduce the damage of the client’s key exposure in cloud storage auditing, and give the first practical solution for this new problem setting. We formalize the definition and the security model of auditing protocol with key-exposure resilience and propose such a protocol. In our design, we employ the binary tree structure and the preorder traversal technique to update the secret keys for the client. We also develop a novel authenticator construction to support the forward security and the property of blockless verifiability. The security proof and the performance analysis show that our proposed protocol is secure and efficient.
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I. INTRODUCTION

Cloud storage auditing is used to verify the integrity of the data stored in public cloud, which is one of the important security techniques in cloud storage. In recent years, auditing protocols for cloud storage have attracted much attention and have been researched intensively [1]–[16].

These protocols focus on several different aspects of auditing, and how to achieve high bandwidth and computation efficiency is one of the essential concerns. For that purpose, the Homomorphic Linear Authenticator (HLA) technique that supports blockless verification is explored to reduce the overheads of computation and communication in auditing protocols, which allows the auditor to verify the integrity of the data in cloud without retrieving the whole data. Many cloud storage auditing protocols like [1]–[8] have been proposed based on this technique. The privacy protection of data is also an important aspect of cloud storage auditing. In order to reduce the computational burden of the client, a third-party auditor (TPA) is introduced to help the client to periodically check the integrity of the data in cloud. However, it is possible for the TPA to get the client’s data after it executes the auditing protocol multiple times. Auditing protocols in [9] and [10] are designed to ensure the privacy of the client’s data in cloud. Another aspect having been addressed in cloud storage auditing is how to support data dynamic operations. Wang et al. [11] have proposed an auditing protocol supporting fully dynamic data operations including modification, insertion, and deletion. Auditing protocols in [2], [9], [12], and [13] can also support dynamic data operations. Other aspects, such as proxy auditing [14], user revocation [15] and eliminating certificate management [16] in cloud storage auditing have also been studied. Though many research works about cloud storage auditing have been done in recent years, a critical security problem—the key exposure problem for cloud storage auditing, has remained unexplored in previous researches. While all existing protocols focus on the faults or dishonesty of the cloud, they have overlooked the possible weak sense of security and/or low security settings at the client.

In fact, the client’s secret key for cloud storage auditing may be exposed, even known by the cloud, due to several reasons. Firstly, the key management is a very complex procedure [17] which involves many factors including system policy, user training, etc. One client often needs to manage varieties of keys to complete different security tasks. Any careless mistake or fault in managing these keys would make the key exposure possible. It is not uncommon to see a client choosing to use cheap software-based key management for economical factors [18], which may only provide limited protection and make the sensitive secret keys vulnerable to exposure. Secondly, the client himself may be the target and vulnerable to many Internet based security attacks. For an ordinary client, the sense of security protection can be relatively weaker,
compared with the case of enterprises and organizations. Hence, it is possible for a client to unintentionally download malicious software from Internet [19], [20] or to overlook the timely security patch to their computer system. Both of these cases could give the hacker easy access to their secret keys. Last but not the least, the cloud also has incentives to get clients’ secret keys for storage auditing, e.g., through trading with the aforementioned hackers. Specifically, if the cloud gets these keys, it can regenerate the fake data and forge their authenticators to easily hide the data loss incidents, e.g., caused by Byzantine failures, from the client, while maintaining its reputation [9], [10]. In the malicious case, it can even discard the client’s data that are rarely accessed to save the storage space [10]–[12], without worrying about failure to pass the auditing protocol initiated by the client. Obviously, the auditing secret key exposure could be disastrous for the clients of cloud storage applications.

Therefore, how to deal with the client’s secret key exposure for cloud storage auditing is a very important problem. Unfortunately, previous auditing protocols did not consider this critical issue, and any exposure of the client’s secret auditing key would make most of the existing auditing protocols unable to work correctly. In this paper, we focus on how to reduce the damage of the clients key exposure in cloud storage auditing. Our goal is to design a cloud storage auditing protocol with built-in key-exposure resilience. How to do it efficiently under this new problem setting brings in many new challenges to be addressed below. First of all, applying the traditional solution of key revocation to cloud storage auditing is not practical. This is because, whenever the client’s secret key for auditing is exposed, the client needs to produce a new pair of public key and secret key and regenerate the authenticators for the client’s data previously stored in cloud. The process involves the downloading of whole data from the cloud, producing new authenticators, and re-uploading everything back to the cloud, all of which can be tedious and cumbersome. Besides, it cannot always guarantee that the cloud provides real data when the client regenerates new authenticators. Secondly, directly adopting standard key-evolving technique [21]–[23] is also not suitable for the new problem setting. It can lead to retrieving all of the actual files blocks when the verification is proceeded. This is partly because the technique is incompatible with blockless verification. The resulting authenticators cannot be aggregated, leading to unacceptably high computation and communication cost for the storage auditing.

A. Contribution

The contribution of this paper can be summarized as follows:

1) We initiate the first study on how to achieve the key-exposure resilience in the storage auditing protocol and propose a new concept called auditing protocol with key-exposure resilience. In such a protocol, any dishonest behaviors, such as deleting or modifying some client’s data stored in cloud in previous time periods, can all be detected, even if the cloud gets the client’s current secret key for cloud storage auditing. This very important issue is not addressed before by previous auditing protocol designs. We further formalize the definition and the security model of auditing protocol with key-exposure resilience for secure cloud storage.

2) We design and realize the first practical auditing protocol with built-in key-exposure resilience for cloud storage. In order to achieve our goal, we employ the binary tree structure, seen in a few previous works [24]–[28] on different cryptographic designs, to update the secret keys of the client. Such a binary tree structure can be considered as a variant of the tree structure used in the HIBE scheme [29]. In addition, the pre-order traversal technique is used to associate each node of a binary tree with each time period. In our detailed protocol, the stack structure is used to realize the pre-order traversal of the binary tree. We also design a novel authenticator supporting the forward security and the property of blockless verifiability.

3) We prove the security of our protocol in the formalized security model, and justify its performance via concrete asymptotic analysis. Indeed, the proposed protocol only adds reasonable overhead to achieve the key-exposure resilience. We also show that our proposed design can be extended to support the TPA, lazy update and multiple sectors.

B. Organization

The rest paper is organized as follows: In Section 2, we introduce the system model, definition, security model and preliminaries of our work. Then, we give a concrete description of our protocol in Section 3. The efficiency evaluation and security theorems are given in Section 4. Section 5 presents further discussions. We conclude the paper in Section 6. The detailed security proof is shown in the appendix.

II. FORMULATION AND PRELIMINARIES

A. System Model

We show an auditing system for secure cloud storage in Fig. 1. The system involves two parties: the client (files owner) and the cloud. The client produces files and uploads these files along with corresponding authenticators to the cloud. The cloud stores these files for the client and provides...
The lifetime of files stored in the cloud is divided into $T + 1$ time periods (from 0-th to $T$-th time periods). In our model, the client will update his secret keys for cloud storage auditing in the end of each time period, but the public key is always unchanged. The cloud is allowed to get the client’s secret key for cloud storage auditing in one certain time period. It means the secret key exposure can happen in this system model.

B. Definition and Security Model

1) The definition of auditing protocol with key-exposure resilience

**Definition 1 (Auditing Protocol With Key-Exposure Resilience):** An auditing protocol with key-exposure resilience is composed by five algorithms ($SysSetup$, $KeyUpdate$, $AuthGen$, $ProofGen$, $ProofVerify$), shown below:

1) $SysSetup(1^k, T) \rightarrow (PK, SK_0)$: the system setup algorithm is a probabilistic algorithm which takes as input a security parameter $k$ and the total number of time periods $T$, and generates a public key $PK$ and the initial client’s secret key $SK_0$. This algorithm is run by the client.

2) $KeyUpdate(PK, j, SK_j) \rightarrow (SK_{j+1})$: the key update algorithm is a probabilistic algorithm which takes as input the public key $PK$, the current period $j$ and a client’s secret key $SK_j$, and generates a new secret key $SK_{j+1}$ for the next period $j + 1$. This algorithm is run by the client.

3) $AuthGen(PK, j, SK_j, F) \rightarrow (\Phi)$: the authenticator generation algorithm is a probabilistic algorithm which takes as input the public key $PK$, the current period $j$, a client’s secret key $SK_j$ and a file $F$, and generates the set of authenticators $\Phi$ for $F$ in time period $j$. This algorithm is also run by the client.

4) $ProofGen(PK, j, Chal, F, \Phi) \rightarrow (P)$: the proof generation algorithm is a probabilistic algorithm which takes as input the public key $PK$, a time period $j$, a challenge $Chal$, a file $F$ and the set of authenticators $\Phi$, and generates a proof $P$ which means the cloud possesses $F$. Here, $(j, Chal)$ pair is issued by the auditor, and then used by the cloud. This algorithm is run by the cloud.

5) $ProofVerify(PK, j, Chal, P) \rightarrow ("True"$ or $"False")$: the proof verifying algorithm is a deterministic algorithm which takes as input the public key $PK$, a time period $j$, a challenge $Chal$ and a proof $P$, and returns “True” or “False”. This algorithm is run by the client.

2) Security model

Our security model considers the notion of the forward security [21] and data possession property [1]. In Table I, we indicate a game to describe an adversary $\mathcal{A}$ against the security of an auditing protocol with key-exposure resilience. Specifically, above game is composed of the following phases:

1) Setup Phase. The challenger runs the $SysSetup$ algorithm to generate the public key $PK$ and the initial client’s secret key $SK_0$. The challenger sends $PK$ to an adversary $\mathcal{A}$ and holds $SK_0$ himself. Set time period $j = 0$.

2) Query Phase. $\mathcal{A}$ running in this phase can adaptively query as follows:

- **Authenticator Queries.** $\mathcal{A}$ can query the authenticators of the blocks it selects in time period $j$. It can adaptively select a series of blocks $m_{1,j}, \ldots, m_{n,j}$, and sends them to the challenger. The challenger computes the authenticators for $m_i(i = 1, \ldots, n)$ in time period $j$, and sends them back to $\mathcal{A}$. $\mathcal{A}$ stores all blocks $F = (m_1, \ldots, m_n)$ and their corresponding authenticators.

Set time period $j = j + 1$.

At the end of each time period, $\mathcal{A}$ can select to still stay in query phase or go to the break-in phase.

3) Break-in Phase. This phase models the possibility of key exposure. Set the break-in time period $b = j$. The challenger generates the secret key $SK_b$ by the $KeyUpdate$ algorithm and sends it to $\mathcal{A}$. Challenge Phase. The challenger sends $\mathcal{A}$ a challenge $Chal$ and a time period $j^*$ ($j^* < b$). He also requests the adversary to provide a proof of possession for the blocks $m_{s_1}, \ldots, m_{s_c}$ of file $F = (m_1, \ldots, m_n)$ under $Chal$ in time period $j^*$, where $1 \leq s_1 \leq n$, $1 \leq l \leq c$, and $1 \leq c \leq n$.

4) Forgery Phase. $\mathcal{A}$ outputs a proof of possession $P$ for the blocks indicated by $Chal$ in time period $j^*$, and returns $P$. If $ProofVerify(PK, j^*, Chal, P) = "True"$, then $\mathcal{A}$ wins in above game.

The above security model captures that an adversary cannot forge a valid proof for a time period prior to key exposure without owning all the blocks corresponding to

---

**Table I**

**A GAME TO DESCRIBE AN ADVERSARY $\mathcal{A}$ AGAINST THE SECURITY OF THE PROTOCOL**

<table>
<thead>
<tr>
<th>Game Adversary-Forge($j$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j = 0; A \leftarrow SysSetup();$</td>
</tr>
<tr>
<td><strong>Repeat</strong></td>
</tr>
<tr>
<td>$A \leftarrow AuthGen_{SK_0}(F - (m_1, \ldots, m_n));$</td>
</tr>
<tr>
<td>$SK_{j+1} \leftarrow KeyUpdate(SK_j); j \leftarrow j + 1;$</td>
</tr>
<tr>
<td><strong>Until</strong> $A$ goes to the break-in phase;</td>
</tr>
<tr>
<td>$b = j; A \leftarrow SK_b;$</td>
</tr>
<tr>
<td>$A \leftarrow (Chal, j^<em>(j^</em> &lt; b));$</td>
</tr>
<tr>
<td>$P = A(Forge, F, Chal, j^<em>(j^</em> &lt; b));$</td>
</tr>
<tr>
<td>if $ProofVerify(PK, j^*, Chal, P) = 1$ then return &quot;True&quot; else return &quot;False&quot;.&quot;</td>
</tr>
</tbody>
</table>
a given challenge, if it cannot guess all the missing blocks. In each time period prior to key exposure, the adversary is allowed to query the authenticators of all the blocks. The adversary can be given a secret key for auditing in the key-exposure (break-in) time period. Obviously, the adversary does not need to query the authenticators in or after the key-exposure time period because it can compute all secret keys after this time period using the exposed secret key. The goal of the adversary is to construct a valid proof of possession $P$ for the blocks indicated by $Chal$ in time period $j^*$. Definition 2 shows that there exists a knowledge extractor allowing the extraction of the challenged file blocks whenever $A$ can produce a valid proof of possession $P$ in time period $j^*$. Definition 3 describes the detectability for auditing protocol, which guarantees the cloud maintains the blocks that are not challenged with high probability.

**Definition 2 (Key Exposure Resistance):** We say an auditing protocol is key exposure resistant if the following condition holds: whenever an adversary $A$ in above game that can cause the challenger to accept its proof with non-negligible probability, there exists an efficient knowledge extractor that can extract the challenged file blocks except possibly with negligible probability.

**Definition 3 (Detectability):** We say an auditing protocol is $(\rho, \delta)$ detectable ($0 < \rho, \delta < 1$) if, given a fraction $\rho$ of corrupted blocks, the probability that the corrupted blocks are detected is at least $\delta$.

### C. Preliminaries

**Definition 4 (Bilinear Pairing):** There are two multiplicative cyclic groups $G_1$ and $G_2$, which have the same prime order $q$. We say a map $\hat{e} : G_1 \times G_1 \rightarrow G_2$ is a bilinear pairing if it satisfies:

1) Bilinearity: For $\forall g_1, g_2 \in G_1$ and $\forall a, b \in \mathbb{Z}_q^*$, $\hat{e}(g_1^a, g_2^b) = \hat{e}(g_1, g_2)^{ab}$.

2) Non-degeneracy: Whenever $g$ is a generator of $G_1$, $\hat{e}(g, g) \neq 1$.

3) Computability: There is an efficient algorithm to compute $\hat{e}(g_1, g_2)$ for $\forall g_1, g_2 \in G_1$.

**Definition 5 (CDH problem):** Given $g^a$ and $g^b$, where $g$ is a generator of $G_1$ and $a, b \in \mathbb{Z}_q^*$, compute $g^{ab}$.

An algorithm $\mathcal{T}_G$ is called CDH parameter generator if it takes as input a security parameter $k$, and outputs the description of two groups $G_1, G_2$ and a bilinear map $\hat{e} : G_1 \times G_1 \rightarrow G_2$ satisfying that the CDH problem in $G_1$ is difficult.

### III. Our Proposed Protocol

We firstly show two basic solutions for the key-exposure problem of cloud storage auditing before we give our core protocol. The first is a naive solution, which in fact cannot fundamentally solve this problem. The second is a slightly better solution, which can solve this problem but has a large overhead. They are both impractical when applied in realistic settings. And then we give our core protocol that is much more efficient than both of the basic solutions.

#### A. Naive Solution

In this solution, the client still uses the traditional key revocation method. Once the client knows his secret key for cloud storage auditing is exposed, he will revoke this secret key and the corresponding public key. Meanwhile, he generates one new pair of secret key and public key, and publishes the new public key by the certificate update. The authenticators of the data previously stored in cloud, however, all need to be updated because the old secret key is no longer secure. Thus, the client needs to download all his previously stored data from the cloud, produce new authenticators for them using the new secret key, and then upload these new authenticators to the cloud. Obviously, it is a complex procedure, and consumes a lot of time and resource. Furthermore, because the cloud has known the original secret key for cloud storage auditing, it may have already changed the data blocks and the corresponding authenticators. It would become very difficult for the client to even ensure the correctness of downloaded data and the authenticators from the cloud. Therefore, simply renewing secret key and public key cannot fundamentally solve this problem in full.

#### B. Slightly Better Solution

The client initially generates a series of public keys and secret keys: $(PK_1, SK_1), (PK_2, SK_2), \ldots, (PK_T, SK_T)$. Let the fixed public key be $(PK_1, \ldots, PK_T)$ and the secret key in time period $j$ be $(SK_j, \ldots, SK_T)$. If the client uploads files to the cloud in time period $j$, the client uses $SK_j$ to compute authenticators for these files. Then the client uploads files and authenticators to the cloud. When auditing these files, the client uses $PK_j$ to verify whether the authenticators for these files are indeed generated through $SK_j$. When the time period changes from $j$ to $j + 1$, the client deletes $SK_j$ from his storage. Then the new secret key is $(SK_{j+1}, \ldots, SK_T)$.

This solution is clearly better than the naive solution. Note that the keys $SK_1, \ldots, SK_{j-1}$ have been deleted during or before time period $j$. So from this period onwards, the cloud cannot forge any authenticator uploaded in previous time periods, even if the secret key $(SK_j, \ldots, SK_T)$ in time period $j$ for auditing is exposed. It means the cloud can not change the client’s data and forge any authenticator that can be verified under $PK_j(t < j)$ when it gets the client’s secret key in time period $j$. However, the drawback of this solution is the following: the public key and the secret key has to be very long and linear with the total number of possible time periods $T$, which is supposed to well cover the lifetime of data to be stored in the cloud. As the continuous trend of migration to cloud, it is not hard to envision the $T$ value to be very large, making such linear overhead practically unacceptable.

#### C. Our Cloud Storage Auditing With Key-Exposure Resilience

Our goal is to design a practical auditing protocol with key-exposure resilience, in which the operational complexities of key size, computation overhead and communication overhead should be at most sublinear to $T$. In order to achieve our goal, we use a binary tree structure to appoint time periods
and associate periods with tree nodes by the pre-order traversal technique [24]. The secret key in each time period is organized as a stack. In each time period, the secret key is updated by a forward-secure technique [28]. It guarantees that any secret key in any other time period later than this one cannot be computed from the secret keys for any other time period later than this one. Besides, it helps to ensure that the complexities of keys size, computation overhead and communication overhead are only logarithmic in total number of time periods $T$. As a result, the auditing protocol achieves key-exposure resilience while satisfying our efficiency requirements. As we will show later, in our protocol, the client can audit the integrity of the cloud data in aggregated manner, i.e., without retrieving the entire data from the cloud. As same as the key-evolving mechanisms [21]–[23], our proposed protocol does not consider the key exposure resistance during one time period. Below, we will give the detailed description of our core protocol.

1) Notations and Structures: We divide the whole lifetime of data into discrete time periods $0, \ldots, T$, and employ a binary tree structure, which has been used to design many cryptographic schemes [24]–[29], to appoint these time periods. Let each node of the tree be associated with one period, so a full binary tree with depth $l$ can associate $2^l - 1$ periods (Here $T = 2^l - 2$). Denote the node associated with period $j$ by a binary string $\textbf{w}^j = w_0 \cdots w_t$, where $t$ is the bit length of $\textbf{w}^j$. Let $\textbf{w}^j_k (k \leq t)$ denote a $k$-prefix of $\textbf{w}^j$. For example, $\textbf{w}^6_{|2} = 01$ and $\textbf{w}^6_{|1} = 00$ if $\textbf{w}^6 = 0100$. Let $w_0$ and $w^j_1$ denote the left child node and the right child node of $\textbf{w}^j$, and node $\textbf{w}^j_{|k}$ denote the sibling node of $\textbf{w}^j_k$. Let $\varepsilon$ denote an empty binary string. Associate the nodes of the tree with the periods by pre-order traversal technique as follows: Begin with root node $w^0 = \varepsilon$. If $\textbf{w}^j$ is an internal node, then $\textbf{w}^j_{|1} = w^0/0$; if $\textbf{w}^j$ is a leaf node, then $\textbf{w}^j_{|1} = w^0$, where $w^0$ is the longest string such that $w^0/0$ is a prefix of $\textbf{w}^j$. We give an example of a binary tree with depth 4 ($l = 4$) to show how to associate nodes with time periods in Fig. 2.

The public key in our protocol is denoted by $PK$ which is fixed during the whole lifetime. In our protocol, each node of the binary tree corresponding to $j$ has one key pair $(S_{\textbf{w}^j}, \textbf{R}_{\textbf{w}^j})$, where $S_{\textbf{w}^j}$ is called as the node secret key which is used to generate authenticators and $\textbf{R}_{\textbf{w}^j}$ is called as verification value which is used to verify the validity of authenticators. The key pair of the root node is denoted by $(S, R)$. The client’s secret key $SK_j$ in period $j$ is composed by two parts $X_j$ and $\Omega_j$. The first part $X_j$ is a set composed by the key pair $(S_{\textbf{w}^j}, \textbf{R}_{\textbf{w}^j})$ and the key pairs of the right siblings of the nodes on the path from the root to $\textbf{w}^j$. That is, if $\textbf{w}^j0$ is a prefix of $\textbf{w}^j$, then $X_j$ contains the secret key $(S_{\textbf{w}^j0}, \textbf{R}_{\textbf{w}^j0})$. In our protocol, the first part $X_j$ is organized as a stack satisfying first-in first-out principle with $(S_{\textbf{w}^j9}, \textbf{R}_{\textbf{w}^j9})$ on top. The stack is initially set $(S, R)$ in time period 0. The second part $\Omega_j$ is composed by the verification values from the root to node $\textbf{w}^j$ except the root. So $\Omega_j = (R_{\textbf{w}^j9}, \ldots, R_{\textbf{w}^j1})$ when $\textbf{w}^j = w_0 \ldots w_t$. We give an example to show what elements are included in $SK_j (0 \leq j \leq 9)$ when $l = 4$.

In the following presentation, we use $F$ to represent a file which the client wants to store in cloud. It consists of $n$ blocks $m_i (i = 1, \ldots, n)$ and is denoted by $F = (m_1, \ldots, m_n)$. In previous cloud storage auditing protocols [10], [11], a signature $SSig$ is used to ensure the integrity of the unique file identifier name. Without loss of generality, we also assume that there is a signature $SSig$ in our protocol, which is used to ensure the integrity of not only the file identifier name but also the time period $j$ and the set $\Omega_j$ for verification. We assume the client has held the secret key for signature $SSig$ and the corresponding public key has been published. Such assumption can be easily achieved in practice without much overhead, and will also simplify our protocol description thereafter.

2) Description of Our Protocol:

1) SysSetup: Input a security parameter $k$ and the total time period $T$. Then

a) Run $\mathcal{IG}(k^2)$ to generate two multiplicative groups $G_1, G_2$ of some prime order $q$ and an admissible pairing $\hat{e} : G_1 \times G_1 \rightarrow G_2$;

b) Choose cryptographic hash functions $H_1 : G_1 \rightarrow G_1$, $H_2 : [0, 1]^* \times G_1 \rightarrow Z_q^*$ and $H_3 : [0, 1]^* \times G_1 \rightarrow G_1$. Select two independent generators $g, u \in G_1$;

c) The client selects $\rho \in Z_q^*$ at random, and computes $R = g^\rho$ and $S = H_1(R)^\rho$. 

Fig. 2. An example of how to associate the nodes with time periods in a binary tree with depth 4.

Fig. 3. An example to show what elements are included in $SK_j (0 \leq j \leq 9)$ when $l = 4$. 
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d) The public key is $PK = (G_1, G_2, \hat{\epsilon}, g, u, T, H_1, H_2, H_3, R)$. Set $X_0 = \{(S, R)\}$ and $\Omega_0 = \emptyset$ (where $\emptyset$ is null set). The initial secret key is $SK_0 = (X_0, \Omega_0)$.

2) KeyUpdate: Input the public key $PK$, the current time period $j$ and a secret key $SK_j$. Denote the node associated with period $j$ with a binary string $w^j = w_1 \cdots w_t$.

As we have mentioned in this section, $X_j$ is organized as a stack which consists of $((S_{w^j}, R_{w^j})$ and the key pairs of the right siblings of the nodes on the path from the root to $w^j$. The top element of the stack is $(S_{w^j}, R_{w^j})$.

Firstly, pop $(S_{w^j}, R_{w^j})$ off the stack. Then do as follows:

a) If $w^j$ is an internal node (Note $w^j+1 = w^j0$ in this case), then select $\rho_{w^j0}, \rho_{w^j1} \in Z_2^*$, and compute $R_{w^j0} = g^{\rho_{w^j0}}$, $R_{w^j1} = g^{\rho_{w^j1}}$, $S_{w^j0} = S_{w^j} \cdot H_1(R_{w^j0}) \cdot \hat{\epsilon}_{w^j0}$ and $S_{w^j1} = S_{w^j} \cdot H_1(R_{w^j1}) \cdot \hat{\epsilon}_{w^j1}$, where $h_{w^j0} = H_2(w^j0, R_{w^j0})$ and $h_{w^j1} = H_2(w^j1, R_{w^j1})$. Push $(S_{w^j1}, R_{w^j1})$ and $(S_{w^j0}, R_{w^j0})$ onto the stack orderly. Let $X_{j+1}$ denote the current stack and define $\Omega_{j+1} = \Omega_j \cup \{R_{w^j0}\}$.

b) If $w^j$ is a leaf, define $X_{j+1}$ with the current stack.

i) If $w_t = 0$ (Note that the node $w^{j+1}$ is the right sibling node of $w^j$ in this case), then set $\Omega_{j+1} = \Omega_j \cup \{R_{w^j1}\} - \{R_{w^j0}\}$ (read from the new top $(S_{w^j1}, R_{w^j1})$ of the stack).

ii) If $w_t = 1$ (Note that $w^{j+1} = w^j1$ in this case, where $w^j$ is the longest string such that $w^j0$ is a prefix of $w^j$), then set $\Omega_{j+1} = \Omega_j \cup \{R_{w^j1}\} - \{R_{w^j0}, R_{w^j0} \cup \ldots \cup R_{w_t}\}$.

c) Finally, return $SK_{j+1} = (X_{j+1}, \Omega_{j+1})$.

We give an example to show the stack changes from time period 0 to time period 9 when $l = 4$ in Fig. 4. As shown is Fig. 3, the time periods $j = 3, 4, 6, 7, 8$ correspond to the leaves of the binary tree in this example. So the KeyUpdate algorithm should run $b$ and $c$ steps in these time periods. While other time periods $j = 0, 1, 2, 5, 9$ correspond to the internal nodes of the binary tree. So the KeyUpdate algorithm should run $a$ and $c$ steps in these time periods. The changes of $\Omega_j$ are shown as follows.

$\Omega_0 = \emptyset$,

$\Omega_1 = \Omega_0 \cup \{R_0\} = \{R_0\}$,

$\Omega_2 = \Omega_1 \cup \{R_0\} = \{R_0, R_0\}$,

$\Omega_3 = \Omega_2 \cup \{R_0\} = \{R_0, R_0, R_0\}$,

$\Omega_4 = \Omega_3 \cup \{R_0\} = \{R_0, R_0, R_0, R_0\}$,

$\Omega_5 = \Omega_4 \cup \{R_0\} = \{R_0, R_0, R_0, R_0, R_0\}$,

$\Omega_6 = \Omega_5 \cup \{R_0\} = \{R_0, R_0, R_0, R_0, R_0, R_0\}$,

$\Omega_7 = \Omega_6 \cup \{R_0\} = \{R_0, R_0, R_0, R_0, R_0, R_0, R_0\}$,

$\Omega_8 = \Omega_7 \cup \{R_0\} = \{R_0, R_0, R_0, R_0, R_0, R_0, R_0, R_0\}$,

$\Omega_9 = \Omega_8 \cup \{R_0\} = \{R_0, R_0, R_0, R_0, R_0, R_0, R_0, R_0, R_0\}$.

3) AuthGen: Input the public key $PK$, the current period $j$, a client’s secret key $SK_j$, and a file $F = \{m_1, \ldots, m_n\}$, where $m_i \in Z_q^*(i = 1, \ldots, n)$. Denote the node associated with period $j$ with a binary string $w^j = w_1 \cdots w_t$.

a) The client parses $SK_j = (X_j, \Omega_j)$ and reads the top element $(S_{w^j}, R_{w^j})$ from the stack $X_j$. The client selects $r \in Z_q^*$ randomly, and computes $U = g^r$ and $s_i = H_3(name || i || j, U)$ for blocks $m_i$ ($i = 1, \ldots, n$), where the name $name$ is chosen by the client uniformly at random from $Z_q^*$ as the identifier of file $F$. In order to ensure the integrity of unique file identifier $name$, time period $j$ and the set $\Omega_j$ (they can be viewed as the public values used for verification that do not change with actual files), the client also generates a file tag for name, $j$ and $\Omega_j$ using $SSig$.

b) Denote the set of authenticators in time period $j$ with $\Phi = \{(j, U, \{s_i\}_{i \leq n}^j, \Omega_j)\}$.

c) Finally, the client sends the file $F$ and the set of authenticators along with the file tag to the cloud.

4) ProofGen: Input the public key $PK$, a time period $j$, a challenge $Chal = \{(i, v_i)\}_{i \in I}$ (where $I = \{s_1, \ldots, s_c\}$ is a $c$-element subset of set $[1, n]$ and $v_i \in Z_q^*$) and the set of authenticators $\Phi = \{(j, U, \{s_i\}_{i \leq n}^j, \Omega_j)\}$.
Here, \((j, Chal)\) pair is issued by the auditor, and then used by the cloud.

The cloud calculates an aggregated authenticator \(\Phi = (j, U, \sigma, \Omega_j)\), where \(\sigma = \prod_{i \in T} \sigma_i^v\). It also computes the linear combination of sampled blocks \(\mu = \sum_{i \in T} m_i\), where \(m_i \in \mathcal{Z}^n_q\). Then it sends \(P = (j, U, \sigma, \mu, \Omega_j)\) along with the file tag as the response proof of storage correctness to the client.

5) **ProofVerify**: Input the public key \(PK\), a time period \(j\), a challenge \(Chal\) and a proof \(P\). Denote the node associated with period \(j\) with a binary string \(w^j = w^j_1 \cdots w^j_n\).

The client parses \(\Omega_j = (R_{w^j_1}, \ldots, R_{w^j_n})\). Then it verifies the integrity of \(name_j\), \(j\) and \(\Omega_j\) by checking the file tag. After that, the client verifies whether the following equation holds:

\[
\hat{e}(R \cdot \prod_{m=1}^t R_{w^j_m}^{h_{w^j_m}}, H_1(R)^{\sum_{i \in T} v_i}) \cdot \hat{e}(U, u^\mu) \cdot \prod_{i \in T} H_2(\text{name}[i]|j, U)^{v_i} = \hat{e}(g, \sigma),
\]

where \(h_{w^j} = H_2(w^j, R_{w^j})\)

If it holds, returns “True”, otherwise returns “False”.

### IV. Security and Performance

#### A. Security Analysis

**Theorem 1 (Correctness):** For each random challenge \(Chal\) and one valid proof \(P\), the ProofVerify algorithm always returns “True”.

**Proof:** It is because the following equations hold:

\[
\hat{e}(R \cdot \prod_{m=1}^t R_{w^j_m}^{h_{w^j_m}}, H_1(R)^{\sum_{i \in T} v_i}) \cdot \hat{e}(U, u^\mu) \cdot \prod_{i \in T} H_2(\text{name}[i]|j, U)^{v_i} = \hat{e}(g, \sigma).
\]

**Theorem 2 (Key-Exposure Resistance):** If the CDH problem in \(G_1\) is hard and the signature scheme \(SSig\) used for file tags is existentially unforgeable, then our proposed auditing protocol is key exposure resistant.

**Proof:** Our proof is mainly composed by two phases. The first phase is to prove the verifier will reject except when the prover responds with correctly computed values in \(P = (j, U, \sigma, \mu, \Omega_j)\). This proof idea is similar to that in [5]. The second phase is to construct a knowledge extractor to extract the whole challenged file blocks. The proof idea is similar to [1]. Please see Appendix for the detailed proof.

**Theorem 3 (Detectability):** Our auditing protocol is \((\frac{1}{n}, 1 - \frac{\sigma - 1}{n}, c^\sigma)\) detectable if the cloud stores a file with \(n\) blocks, and deletes or modifies \(t\) blocks.

The proof of Theorem 3 is easy. According to our previous definitions, the cloud stores a file with total \(n\) blocks including \(t\) bad (deleted or modified) blocks. The number of challenged blocks is \(c\). Thus, the bad blocks can be detected if and only if at least one of the challenged blocks picked by the auditor matches the bad blocks. The probability analysis is the same as the probability analysis of deletion detection in [1] and the probability analysis of [14, Th. 4]. We omit it here.

#### B. Performance Analysis

In Table II, we give the efficiency comparison between our protocol and Shacham et al.’s protocol based on BLS signature [5]. We choose Shacham and waters’s protocol [5] as a benchmark is mainly because the construction of it is generally viewed as very efficient. It is also the most related to our construction. Here, \(T_e\) denotes the time costs of exponentiation on the group \(G_1\), and \(T_p\) denotes the time costs of bilinear pairing from \(G_1\) to \(G_2\). Other operations like the multiplication on \(G_1\), the operations on \(Z_q\) and \(G_2\), set operations, stack operations and hashing operations are omitted because they just contribute negligible computation costs. Note that it is natural for our protocol to add more overhead than Shacham et al.’s protocol in order to achieve the extra key-exposure resilience. Because we employ the binary tree structure and the pre-order traversal technique to associate the time periods and update secret keys, as shown in Table II, our protocol achieves nice performance. The costs of the SysSetup algorithm, the KeyUpdate algorithm, the AuthGen algorithm, the ProofGen algorithm are independent of the total number of time periods \(T\). The cost of the ProofVerify algorithm is only logarithmic in \(T\). What’s important is that our ProofVerify algorithm only requires three (independent of \(T\)) pairing operations, while pairing is well considered as very time-consuming among many cryptographic atomic operations. Thus the running time of the ProofVerify algorithm in our protocol is dominated by \(3T_p\) as long as \(c\) and \(T\) are not extremely large.

<table>
<thead>
<tr>
<th>Protocols</th>
<th>SysSetup</th>
<th>KeyUpdate</th>
<th>AuthGen</th>
<th>ProofGen</th>
<th>ProofVerify</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our Protocol</td>
<td>(2T_e)</td>
<td>(4T_e)</td>
<td>(3T_e)</td>
<td>(cT_e)</td>
<td>(3T_p + (\log(T + 2) + c + 1)T_e)</td>
</tr>
<tr>
<td>Shacham et al.’s protocol [5]</td>
<td>(T_e)</td>
<td>(2T_e)</td>
<td>(cT_e)</td>
<td>(2T_p + cT_e)</td>
<td></td>
</tr>
</tbody>
</table>
Therefore, our protocol only adds reasonable computation overhead compared with Shacham and waters’s protocol [5].

In Table III, we give the complexity comparison of keys size and communication overhead between our protocol and Shacham and waters’s protocol [5]. The secret key size of the client is only logarithmic in \( T \) and the public key size is independent of \( T \). It is much better than the slightly better solution in Section 3, in which the public key size and the secret key size are both linear with \( T \). The complexities of the challenge overhead in our protocol and Shacham and waters’s protocol [5] are both \( O(k) \) (here \( k \) is the security parameter). The complexity of the response overhead is \( O(log T \cdot k) \) in our protocol because the response proof needs to contain the set of verification values \( X_j \). Generally speaking, the complexities of communication overhead and key size in our protocol are at most logarithmic in \( T \), which is completely acceptable in practice.

V. DISCUSSIONS

A. Support the TPA

Our proposed protocol can easily be modified to support the TPA because we have considered the public verification during our design. In the modified auditing protocol supporting the TPA, the \( \text{SysSetup} \) algorithm, the \( \text{KeyUpdate} \) algorithm and the \( \text{AuthGen} \) algorithm are the same as the description in Section 3. In the \( \text{ProofGen} \) algorithm, we only modify our original protocol as follows: The TPA generates a challenge \( \text{Chal} = [(i, v_i)]_{i \in I} \), and sends it to the cloud. After the cloud completes the same operations as those in original protocol in Section 3, it sends the proof \( P \) to the TPA instead of the client. In the \( \text{ProofVerify} \) algorithm, we only need to make the TPA instead of the client verify the validity of the tag and the proof \( P \).

B. Support Lazy Update

Sometime, a client prefers to update his secret key after multiple time periods. It is called lazy update. For example, the client may be very busy from time period \( i \) to time period \( j(j > i) \) and has no time to update his secret keys during these periods. Our protocol supports lazy update. The client can update his secret key only at the end of time period \( j \). In fact, the computation of lazy update may be much less than that of executing the \( \text{KeyUpdate} \) algorithm several times. It is because some operations in the \( \text{KeyUpdate} \) algorithm may be omitted. Let us give an example to show how the lazy update works. In Fig. 3, if a client would like to directly update his secret key from time period 1 to time period 5, he only needs to compute \( R_{01} \) and \( S_{01} \). Note that \( R_{00}, R_{000}, R_{001}, S_{00}, S_{000} \) and \( S_{001} \) do not need to be computed in this case.

However, lazy update may increase the probability of key exposure because the secret keys have not been updated by a lazy client for a longer time. Therefore, we suggest it is only used as an option of special needs for clients, as a tradeoff between efficiency and security.

C. Support Multiple Sectors

As described in [9], we can divide one block into \( s \) sectors in our auditing protocol. In this case, the sector size instead of the block size is restricted by the security parameter. By doing this, we can generate one authenticator for each block that contains \( s \) sectors. The total number of authenticators can become smaller, and the whole storage overhead, introduced by authenticators, can be reduced [9]. The description of our auditing protocol can be viewed as an instance chosen \( s = 1 \).

D. Support Blockless Verification

The blockless verifiability means that the cloud can construct a proof that allows the auditor to check the integrity of certain file blocks in cloud, even when the auditor does not have access to the actual file blocks [1]. In the \( \text{ProofVerify} \) algorithm of our protocol, the auditor can check the integrity of certain file blocks without having access the actual file blocks \( m_i(i \in I) \). The auditor only uses the proof \( P = (j, U, \sigma, \mu, \Omega_j) \) generated by cloud to check the integrity of file blocks. So our protocol supports blockless verification.

VI. RELATED WORK

In order to check the integrity of the data stored in the remote server, many protocols were proposed [1]–[12], [14], [30]. These protocols focused on various requirements such as high efficiency, stateless verification, data dynamic operation, privacy protection, etc. According to the role of the auditor, these auditing protocols can be divided into two categories: private verification and public verification. In an auditing protocol with private verifiability, the auditor is provided with a secret that is not known to the prover or other parties. Only the auditor can verify the integrity of the data. In contrast, the verification algorithm does not need a secret key from the auditor in an auditing protocol with public verifiability. Therefore, any third party can play the role of the auditor in this kind of auditing protocols.

Atieniese et al. [1] firstly considered the public verification and proposed the notion of “provable data possession” (PDP) for ensuring data possession at untrusted storages. They used the technique of HLA and random sample to audit outsourced data. Juels and Kaliski Jr. [30] explored a “proof of retrievability” (PoR) model. They used the tools of spot-checking and error-correcting codes to ensure both possession and retrievability of files on remote storage systems. Shacham and Waters [5] gave two short and efficient homomorphic authenticators: one has private verifiability.

<table>
<thead>
<tr>
<th>Protocols</th>
<th>Secret key size</th>
<th>Public key size</th>
<th>Challenge overhead</th>
<th>Response overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our Protocol</td>
<td>( O((log T)k) )</td>
<td>( O(k) )</td>
<td>( O(k) )</td>
<td>( O((log T)k) )</td>
</tr>
<tr>
<td>Shacham et al.’s protocol</td>
<td>( O(k) )</td>
<td>( O(k) )</td>
<td>( O(k) )</td>
<td>( O(k) )</td>
</tr>
</tbody>
</table>

TABLE III

COMPLEXITIES OF KEYS SIZE AND COMMUNICATION OVERHEADS
which is based on pseudorandom functions; the other has public verifiability which is based on the BLS signature. Dodis et al. [31] focused on the study on different variants of existing POR work. Shah et al. [32] introduced a TPA to keep online storage honest. The protocol requires the auditor to maintain the state, and suffers from bounded usage. Wang et al. [10] provided a public auditing protocol that has privacy-preserving property. In order to make the protocol achieve privacy-preserving property, they integrate the HLA with random masking technique. Wang proposed a proxy provable data possession protocol [14]. In this protocol, the client delegates its data integrity checking task to a proxy. Dynamic data operations for audit services are also attended in order to make auditing more flexible. Ateniese et al. [2] firstly proposed a partially dynamic PDP protocol. Wang et al. [11] proposed another auditing protocol supporting data dynamics. In this protocol, they utilized the BLS-based HLA and Merkle Hash Tree to support fully data dynamics. Erway et al. [13] extended the PDP model and proposed a skip list-based protocol with dynamics support. In [33], Zhu et al. proposed a cooperative provable data possession protocol which can be extended to support the dynamic auditing. Yang and Jia [9] proposed a dynamic auditing protocol with privacy-preserving property. The problem of user revocation in cloud storage auditing was considered in [15]. Recently, some dynamic PoR approaches [34]–[36] and provable outsourced version control systems [37], [38] have been studied.

Most of above auditing protocols are all built on the assumption that the secret key of the client is absolutely secure and would not be exposed. But as we have shown previously, this assumption may not always be true. Our work advances the field by exploring how to achieve key-exposure resistance in cloud storage auditing, under the new problem settings.

VII. CONCLUSION

In this paper, we study on how to deal with the client's key exposure in cloud storage auditing. We propose a new paradigm called auditing protocol with key-exposure resilience. In such a protocol, the integrity of the data previously stored in cloud can still be verified even if the client's current secret key for cloud storage auditing is exposed. We formalize the definition and the security model of auditing protocol with key-exposure resilience, and then propose the first practical solution. The security proof and the asymptotic performance evaluation show that the proposed protocol is secure and efficient.

APPENDIX

PROOF OF THE THEOREM 2

Proof: Similarly to the idea in [5], we will define a series of games, and give the analysis limiting the difference in adversary behavior between successive games.

Game 0: Game 0 is simply the game defined in Table I.

Game 1: Game 1 is the same as Game 0, with only one difference. The challenger stores a list of all signed tags issued as part of authenticator queries. If the adversary submits one tag (in initiating the auditing protocol or as the challenge tag), the challenger will abort when this tag is a valid signature generated through $SSig$ signature algorithm but not signed by the challenger.

Analysis: This is very similar to the analysis in [5]. Obviously, if the adversary can make the challenger abort in Game 1 with non-negligible probability, it is easy to use the adversary to construct a forger against the $SSig$ signature scheme. From now on, we can assure that name, $j$ and any verification value in $\Omega_j = (R_{a_1}, \ldots, R_{a_{j-1}})$ used in the interactions with the adversary are generated by the challenger.

Game 2: Game 2 is the same as Game 1, with only one difference. The challenger stores a list of his responses to authenticator queries from the adversary. If in the forgery phase the adversary wins the game but $U$ in its proof $P$ is different from the real $U$ in the set of authenticators $\Phi = (j, U, \{\sigma_i\}_{1 \leq i \leq n}, \Omega_j)$ that the challenger has stored, then the challenger will abort.

Analysis: We will show if the adversary can make challenger abort in Game 2, we can construct a simulator to solve the CDH problem with non-negligible probability. The simulator acts like the Game 1 challenger, with the following differences:

Firstly, the simulator is given a tuple $(g, I_1 = H_1(R) = g^{a'} \in G_1, I_2 = R = g^{b'} \in G_1)$. The aim of the simulator is to compute $g^{a''b'}$, where $a' = b', a'' = Z_q$ are unknown to the simulator and adversary $A$. Hash function $H_3$ is viewed as a random oracle. As the same method as in [24], [26], [27], the hash function $H_2$ will be replaced by one $(l + 1)$-wise independent hash function in function family $h_{H_2}$. Let $w^* = w_1^*w_2^* \cdots w_s^*$ be the bit string of the node corresponding to the break-in time period $b$.

1) Setup phase. The simulator selects a total time periods $T$. He randomly guesses a time period $b$ in which $A$ enters the break-in phase. Obviously, the probability that his guess is correct is $1/T$ (non-negligible). The simulator randomly selects $\alpha \in Z_q^*$, and sets $u = g^\alpha$. He randomly selects $h_{w_1^*w_2^* \cdots w_2^*}^{s_1^*}, h_{w_1^*w_2^* \cdots w_2^*}^{s_1^*}, h_{w_1^*w_2^* \cdots w_2^*}^{s_1^*}$ and $y_{w_1^*w_2^* \cdots w_2^*}^{s_1^*} \in Z_q$, where $1 \leq \eta \leq s$ and $w_\eta = 0$. He also samples at random a hash function $H_2$ from one $(l + 1)$-wise independent hash function family $h_{H_2}$ with the following constraints for $1 \leq \eta \leq s$ and $w_\eta = 0$.

$$H_2(w_1^*w_2^* \cdots w_s^*, R_{w_1^*w_2^* \cdots w_s^*}) = h_{w_1^*w_2^* \cdots w_s^*}$$

where $R_{w_1^*w_2^* \cdots w_s^*} = (g^{y_{w_1^*w_2^* \cdots w_s^*}/R})^{1/h_{w_1^*w_2^* \cdots w_s^*}}$.

$$H_2(w_1^*w_2^* \cdots w_1^* \cdots w_s^* \cdot w_{s_1^*} \cdots w_{s_1^*}) = h_{w_1^*w_2^* \cdots w_{s_1^*} \cdots w_{s_1^*} \cdots w_s^*}$$

where $R_{w_1^*w_2^* \cdots w_{s_1^*} \cdots w_s^*} = (g^{y_{w_1^*w_2^* \cdots w_{s_1^*} \cdots w_{s_1^*} \cdots w_s^*}/R})^{1/h_{w_1^*w_2^* \cdots w_{s_1^*} \cdots w_{s_1^*} \cdots w_s^*}}$.

The simulator provides $PK = (G_1, G_2, \hat{e}, g, u, T, R)$ to $A$.

2) Query phase. In order to answer the query of $A$, the simulator needs to update keys as his preparation. Let $w^1 = w_1 \cdots w_t$ denote the node corresponding to the current time period $j (j < b)$. He simulates the key update algorithm as follows.

1) If $w^j$ is the leaf, the simulator does not need to update keys.

2) If $w^j = w^b$, then the simulator has defined $R_{w^0} = (g^{y_{w^0}/R})^{1/R_{w^0}}, R_{w^1} = (g^{w_1}/R)^{1/R_{w^1}}$. 

$H_2(w^0, R_{w^0}) = h_{w^0}$ and $H_2(w^1, R_{w^1}) = h_{w^1}$ for some $y_{w^0}, y_{w^1}, h_{w^0}, h_{w^1} \in Z_q^*$, during choosing $H_2$ from hash function family $H_2$.

3) If $w^0 \neq w^b$ is a prefix of $w^b$, then the simulator randomly selects $\rho_{w^0}, h_{w^0} \in Z_q^*$ and sets $R_{w^0} = g^{h_{w^0}}$ and $H_2(w^0, R_{w^0}) = h_{w^0}$. The simulator has defined $R_{w^1} = (g^{y_{w^1}}/R_i)^{h_{w^1}}$ and $H_2(w^1, R_{w^1}) = h_{w^1}$ for some $y_{w^1}, h_{w^1} \in Z_q^*$ during choosing $H_2$ from hash function family $H_2$.

4) Otherwise, the simulator randomly selects $\rho_{w^0}, \rho_{w^1}, h_{w^0}, h_{w^1} \in Z_q^*$, and computes $R_{w^0} = g^{h_{w^0}}, R_{w^1} = g^{h_{w^1}}, H_2(w^0, R_{w^0}) = h_{w^0}$ and $H_2(w^1, R_{w^1}) = h_{w^1}$.

$H_3$ queries. The simulator keeps a list of queries. When $A$ queries $H_3$ oracle at a point $<name||j||U>$, the simulator does as follows.

He checks whether $<name||i||j||U>$ is in a tuple $<name||i||j||U, h, \lambda, \gamma> \in H_3$ table.

1) If it is, the simulator returns $h$ to $A$.

2) Otherwise, the simulator randomly selects $\lambda \in Z_q^*$, and computes $h = g^\lambda$. He adds tuple $<name||i||j||U, h, \lambda, *>$ to $H_3$ table and returns $h$ to $A$.

Authenticator Queries. The simulator keeps a list of queries. When $A$ queries the authenticator of any block $m_i$ with name $name$ in time period $j$, the simulator does as follows.

1) He randomly selects $\lambda, \gamma \in Z_q^*$, and computes $U = R^\gamma$ and $h = g^\lambda \cdot I_1^{-1/\gamma}$. If $H_3(name||i||j||U)$ has been defined, then aborts. Because the space from which names are selected is very large [5] and $U$ is random, except with negligible probability, the same $name$ and $U$ have been chosen by the simulator before for some other file and a query has not been made to this random oracle at $<name||i||j||U>$ for some $i$ and $j$. The simulator adds $<name||i||j||U, h, \lambda, \gamma>$ to $H_3$ table.

2) He computes $y = R_i^{2/\gamma + \sum_{m_i} h_{w^m}} \cdot I_1^{\sum_{m_i} h_{w^m} \rho_{w^m}}$ and sets $\Omega_j = (R_{w^1}, \ldots, R_{w^t})(Note that all $R_{w^l}(1 \leq m \leq t)$ have been generated by the simulator). And then he sends the authenticator $(j, U, \psi, \Omega_j)$ to $A$. Note that $h_{w^l}(1 \leq m \leq t)$ have been defined during the key update simulation and the following equations hold.

$\psi = H_3(name||i||j||U)^\gamma \cdot I_1^{\rho + \sum_{m_i} h_{w^m} \rho_{w^m}} \cdot u^\gamma \cdot m_i$

$= (g^\lambda \cdot I_1^{1/\gamma})^{\rho \gamma} \cdot I_1^{\rho + \sum_{m_i} h_{w^m} \rho_{w^m}} \cdot v^\gamma \cdot m_i$

$= R_i^{2/\gamma + \sum_{m_i} h_{w^m}} \cdot I_1^{\sum_{m_i} h_{w^m} \rho_{w^m}}$

3) Break-in Phase. In this phase, the simulator needs to provide the current secret key to $A$. From the simulated key update algorithm, the simulator has known the verification values $R_{w^l}(1 \leq \eta \leq s)$ and can generate the node secret keys $S_{w^l}(1 \leq \eta \leq s)$ for the right siblings of the nodes $w^l$ (if they have right siblings) on the path from the root to $w^b$ using $h_{w^b_\eta}, \rho_{w^b_\eta}$ for $1 \leq m \leq \eta - 1$ and $y_{w^b_\eta}$.

Similarly, the simulator has known the verification value $R_{w^l}$ and can generate $S_{w^l}$ according to $h_{w^l}(1 \leq m \leq s - 1)$ and $y_{w^l}$ generated during the key update simulation. It is because

$S_{w^b_\eta} = I_1^{\rho + \sum_{m_i} h_{w^m} \rho_{w^m}} \rho_{w^b_\eta} + \rho_{w^b_\eta}$

$= I_1^{\rho + \sum_{m_i} h_{w^m} \rho_{w^m}} (1/h_{w^b_\eta}) \cdot y_{w^b_\eta}$

$= I_1^{\gamma_{w^b_\eta} + \sum_{m_i} h_{w^m} \rho_{w^m}}$

From the simulated key update algorithm, the simulator has known $\Omega_b = (R_{w^1}, \ldots, R_{w^t}).$ So the simulator can return $SK_b = (X_b, \Omega_b)$ to the adversary $A$.

4) Challenge Phase

The simulator randomly selects a time period $j^*$ and a challenge $Chal = (i, \psi_i)_{i \in t}$, where $t = \{s_1, s_2, \ldots, s_c\}$, and provides the adversary with $Chal$. It requests the adversary to provide a proof of possession of file $F = \{m_1, \ldots, m_n\}$ under $Chal$ for the blocks $\{m_{s_1}, \ldots, m_{s_c}\}$ in time period $j^*$, where $1 \leq s_1 \leq n$, $1 \leq i \leq c$, $1 \leq c \leq n$.

5) Forgery phase. The adversary outputs a proof of possession $P = (j, U, \sigma, \mu, \Omega)$ as the response proof of storage correctness to the client. If ProofVerify($j^*, P, K, Chal, P$) = “True”, then

$\hat{e}(R \cdot \prod_{m_i} R_{w^l}^{h_{w^m}} \cdot H_1(R)) \cdot \hat{e}(U, u^\mu)$

$\cdot \prod_{i \in t} H_3(name||i||j^*||U)$

If $U$ in the adversary’s proof $P = (j, U, \sigma, \mu, \Omega)$ is different from the real $U$ in the set of authenticators $\Phi = (j, U, \sigma_i)_{1 \leq i \leq n, \Omega}$, then the simulator has stored $\Omega_i$ (Note that $\Phi$ is got from authenticator queries), the simulator can abstract tuple $<name||i||j^*||U, h, \lambda, *, *>$ from $H_3$ table to get $H_3(name||j^*||U)\neq g^\lambda$ except possibly with negligible probability. Note that the probability $\sum_{i \in t} v_i = 0$ is negligible. Using $h_{w^l}^{\mu *}, \rho_{w^l}^{\mu *}$, generated in the key update simulation, the simulator can solve the CDH problem.

$\hat{e}(R \cdot \prod_{m_i} R_{w^l}^{h_{w^m}} \cdot H_1(R)) \cdot \hat{e}(U, u^\mu)$

$\cdot \prod_{i \in t} H_3(name||i||j^*||U)$

$= \hat{e}(g^{\mu g_{\sum_{i \in t} v_i}} \cdot \hat{e}(g^{\sum_{j \in r} h_{w^m}} \cdot \hat{e}(g^{\sum_{i \in t} v_i} \cdot \sum_{i \in t} v_i, I_1))$

$= \hat{e}(g^{\mu g_{\sum_{i \in t} v_i}} \cdot \hat{e}(g^{\sum_{j \in r} h_{w^m}} \cdot \hat{e}(g^{\sum_{i \in t} v_i} \cdot \sum_{i \in t} v_i, I_1))$

$= \hat{e}(g^{\mu g_{\sum_{i \in t} v_i}} \cdot \hat{e}(g^{\sum_{j \in r} h_{w^m}} \cdot \hat{e}(g^{\sum_{i \in t} v_i} \cdot \sum_{i \in t} v_i, I_1))$
So $U$ in prover’s proof $P = (j, U, \sigma, \mu, \Omega_j)$ should be correct. It means that the difference between the adversary’s probability of success in Game 1 and 2 is negligible.

**Game 3**: Game 3 is the same as Game 2, with only one difference. The challenger stores a list of its responses to authenticator queries from the adversary. The challenger observes each instance of the cloud auditing protocol with the adversary. If in any instance the adversary is successful but the adversary’s aggregate authenticator $\sigma$ is not equal to $\sigma = \prod_{i \in I} \sigma_i^{w_i}$, then the challenger will abort.

**Analysis**: Suppose the file that causes the abort in time period $j$ has name $name$, is composed by $m_1, \ldots, m_n$, and that the set of authenticators issued by challenger are $\Phi = (j, U, \{\sigma_i\}_{i \leq j}, \Omega_j = (R_{w_1}, \ldots, R_{w_n}))$. Let $(j, \text{Chal} = \{(i, v_i)\}_{i \in I})$ be the query that makes the challenger abort, and $P = (j, U, \sigma', \mu', \Omega_j)$ be the proof of the adversary. Let the expected response that would have been got from an honest prover be $P = (j, U, \sigma, \Omega_j)$. Therefore the probability of success in Game 1 and 2 is negligible.

In Setup phase, the simulator stores a list of its responses to authenticator queries. When the adversary queries $H_3(name||j||j, U, h, \lambda, \eta)$, the simulator returns $h$. The simulator randomly selects $\lambda, \eta \in Z_q^*$ and sets $u = g^{\beta v\gamma}$.

The simulator controls a random oracle $H_3$ and stores a list of random oracle queries. When the adversary queries $H_3$ oracle at a point $< name||j||j, U >$, the simulator checks whether $< name||j||j, U >$ is in a tuple $< name||j||j, U, h, \lambda, \eta >$ of $H_3$ table. If it is, the challenger returns $h$ to the adversary; Otherwise, the simulator randomly selects $\lambda \in Z_q^*$, and $\eta = g^\lambda$. It adds tuple $< name||j||j, U, h, \lambda, \eta >$ to $H_3$ table and returns $h$ to the adversary.

The simulator stores a list of authenticator queries. When the adversary queries the authenticator of any block $m_i$ with name $name$ in time period $j$, the simulator randomly selects $\lambda_i, \eta \in Z_q^*$ computes $U = (g^{\beta v \gamma})^\eta$ and sets $h = g^{\lambda_i}/(g^\beta v^\gamma)^{\eta m_i}$. As we have analysed before, the probability that $H_3(name||j||j, U)$ has been defined is negligible. The simulator can compute authenticator because $\sigma_i = H_3(name||j||j, U)^{\lambda_i}, S_{w_i} = (g^{\beta v \gamma})^{\eta m_i} = (g^{\lambda_i}/(g^\beta v^\gamma)^{\eta m_i}). S_{w_i} = (g^{\beta v \gamma})^{\eta}= (g^{\beta v \gamma})^{\lambda_i \eta} \cdot S_{w_i}$. Note that the simulator knows $S_{w_i}$ because he selects $SK_b$ by himself and can generate secret keys of all the time periods. The challenger adds $< name||j||j, U, h, \lambda_i, \eta >$ to $H_3$ table.

In break in phase, the simulator generates $SK_b$ by the KeyUpdate algorithm and sends it to the adversary.

If the adversary succeeds in the game in responding with a proof $P = (j, U, \sigma', \mu', \Omega_j)$ in which $\sigma'$ is different from the expected $\sigma$, we can extract an tuple $< name||j||j, U, h, \lambda, \eta > (i \in I)$ from $H_3$ table (it must have been generated when the adversary makes an authenticator query). And then we can divide the verification equation for forged $\sigma'$ by the verification equation for the expected $\sigma$ to get $\hat{e}(\sigma'/\sigma, g) = \hat{e}(U, u^{\beta \Delta \mu}) = \hat{e}(U, (g^\beta v^\gamma)^{\Delta \mu})$. Therefore, if there exists a non-negligible difference between the adversary’s probabilities of success in Game 2 and Game 3, we can construct a simulator to solve the CDH problem.

**Game 4**: Game 4 is the same as Game 3, with only one difference. The challenger observes each instance of the cloud auditing protocol with the adversary. If in any instance the adversary is successful but there exists one adversary’s aggregate message $\mu$ is not equal to $\mu = \sum_{i \in I} \rho_i m_i$, then the challenger will abort.

**Analysis**: Suppose the file that causes the abort in time period $j$ has name $name$, is composed by $m_1, \ldots, m_n$, and that the set of authenticators issued by challenger are $\Phi = (j, U, \{\sigma_i\}_{i \leq j}, \Omega_j = (R_{w_1}, \ldots, R_{w_n}))$. Let $(j, \text{Chal} = \{(i, v_i)\}_{i \in I})$ be the query that makes the challenger abort, and the proof of the adversary be $P = (j, U, \sigma, \mu, \Omega_j)$. Let the expected response that would have been got from an honest prover be $P = (j, U, \sigma, \mu, \Omega_j)$. Game 3 has guaranteed $\sigma = \sigma'$; it can be only the values $\mu'$ and $\mu$ that are different. Set $\Delta \mu = \mu' - \mu$; again, $\Delta \mu \neq 0$. If the adversary can make the challenger in Game 4 abort, then we can construct a simulator to solve the discrete logarithm problem.

The simulator is given a tuple $(g, g^\beta, v)$; his goal is to compute $v^\alpha$. The simulator acts like the challenger in Game 2, with the following differences:

In Setup phase, the simulator selects $\beta, \gamma \in R Z_q^*$ and sets $u = g^\beta v^\gamma$.

The simulator controls a random oracle $H_3$, and stores a list of random oracle queries. When the adversary queries $H_3$ oracle at a point $< name||j||j, U >$, the simulator checks whether $< name||j||j, U >$ is in a tuple $< name||j||j, U, h, \lambda, \gamma >$ of $H_3$ table. If it is, the challenger returns $h$ to the adversary; Otherwise, the simulator randomly selects $\lambda \in Z_q^*$, and computes $h = g^\lambda$. It adds tuple $< name||j||j, U, h, \lambda, \gamma >$ to $H_3$ table and returns $h$ to the adversary.

The simulator stores a list of authenticator queries. When the adversary queries the authenticator of any block $m_i$ with name $name$ in time period $j$, the simulator randomly selects $\lambda_i, \eta \in Z_q^*$ computes $U = (g^{\beta v \gamma})^\eta$ and sets $h = g^{\lambda_i}/(g^\beta v^\gamma)^{\eta m_i}$. As we have analysed before, the probability that $H_3(name||j||j, U)$ has been defined is negligible. The simulator can compute authenticator because $\sigma_i = H_3(name||j||j, U)^{\lambda_i}, S_{w_i} = (g^{\beta v \gamma})^{\eta m_i} = (g^{\lambda_i}/(g^\beta v^\gamma)^{\eta m_i})^{\gamma}$. $S_{w_i} = (g^{\beta v \gamma})^{\eta}= (g^{\lambda_i}/(g^\beta v^\gamma)^{\eta m_i}) \cdot S_{w_i}$. Note that the simulator knows $S_{w_i}$ because he selects $SK_b$ by himself and can generate secret keys of all the time periods. The challenger adds $< name||j||j, U, h, \lambda_i, \eta >$ to $H_3$ table.

In break in phase, the simulator generates $SK_b$ by the KeyUpdate algorithm and sends it to the adversary.

If the adversary succeeds in the game in responding with a proof $P = (j, U, \sigma', \mu', \Omega_j)$ in which $\sigma'$ is different from the expected $\sigma$, we can extract an tuple $< name||j||j, U, h, \lambda, \eta > (i \in I)$ from $H_3$ table (it must have been generated when the adversary makes an authenticator query). And then we can divide the verification equation for forged $\sigma'$ by the verification equation for the expected $\sigma$ to get $\hat{e}(\sigma'/\sigma, g) = \hat{e}(U, u^{\beta \Delta \mu}) = \hat{e}(U, (g^\beta v^\gamma)^{\Delta \mu})$. Therefore, if there exists a non-negligible difference between the adversary’s probabilities of success in Game 2 and Game 3, we can construct a simulator to solve the CDH problem.

The simulator is given a tuple $(g, g^\beta, v)$; his goal is to find $x$ such that $v = g^x$. The simulator acts like Game 3 challenger, with the following differences:

In Setup phase, the simulator selects $\beta, \gamma \in R Z_q^*$ and set $u = g^\beta v^\gamma$.

The simulator interacts with the adversary as the real protocol. If the adversary succeeds in the game in responding with aggregate message $\mu'$ that is different from the expected aggregate message $\mu$, the simulator can solve the discrete logarithm problem. Because of the change made in Game 3 we know that $\sigma = \sigma'$; we can now know the following equations hold from the verification equations using $\mu'$ and $\mu$.

$$\hat{e}(R \cdot \prod_{i=1}^{l} R_{w_i}, H_1(R_{\sum_{i \in I} w_i})) \cdot \hat{e}(U, u^\mu) \cdot \prod_{i \in I} H_3(name||j||j, U)^{v_i} = \hat{e}(g, \sigma) = \hat{e}(g, \sigma')$$

$$= \hat{e}(R \cdot \prod_{i=1}^{l} R_{w_i}, H_1(R_{\sum_{i \in I} w_i})) \cdot \hat{e}(U, u^{\mu'}) \cdot \prod_{i \in I} H_3(name||j||j, U)^{v_i}.$$
Therefore, if there exists a non-negligible difference between the adversary’s probabilities of success in Game 3 and Game 4, we can construct a simulator to solve the discrete logarithm problem.

As we have analyzed, there is only negligible difference probability between these games.

Note that the hardness of the CDH problem implies the hardness of the discrete logarithm problem. As a result, if the probability between these games.

After we complete the proof of the first phase, we can know the provider must respond with correct $P = (j, U, \sigma, \mu, \Omega_j)$. The extractor will reject except when the prover responds with correctly computed values in $P = (j, U, \sigma, \mu, \Omega_j)$. We complete the proof of the first phase.

After we complete the proof of the first phase, we can know the provider must respond with correct $P = (j, U, \sigma, \mu, \Omega_j)$ to pass the verification. Now we will construct a knowledge extractor to extract the whole challenged file blocks $m_1, \ldots, m_k$. The procedure is similar to that in [1]. By selecting independent coefficients $v_1, \ldots, v_c$ to execute challenge phase in the protocol on the same blocks $m_1, \ldots, m_k$ for $c$ times, the extractor can get $c$ independent linear equations in the variables $m_1, \ldots, m_k$. The extractor can extract $m_1, \ldots, m_k$ by solving these equations. We complete the proof of the second phase.

This completes the proof of Theorem 2.
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